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Introduction 

Portuguese banking institutions have been experimenting with direct marketing campaigns in 

recent years as a component of their marketing plan to increase sales and maintain track of clients. 

This campaign’s objective is to induce clients to sign up for one of the bank's financial products 

(term deposit is taken into consideration here).  To aid with the campaign evaluation for the 

specified issue statement, the bank’s client was required to inform the institution after each call 

whether they intended to subscribe to the bank term deposit (marking it as a successful campaign) 

or not (marking it as an unsuccessful campaign). 

Objective 

The project's objective is to predict which customers and market groups would respond favorably 

(subscribing to bank term deposit is taken into consideration here) to a bank's direct marketing 

campaign and to identify the factors that help banks successfully entice customers to subscribe to 

their campaigns. Also, it would help the banks choose high-value clients who pose fewer risks. 

Plan 

We can predict the success of the marketing campaigns by using three supervised learning 

algorithms. 

o Logistic Regression 

o K – Nearest Neighbors 

o Support Vector Machines 

The best algorithm is judged based on classification cross validation techniques such as accuracy, 

f-score, precision, and recall. 
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Dataset Description 

The dataset is related to direct marketing campaigns run by a certain Portuguese bank. To 

determine if the bank term deposit would be subscribed to or not, it was necessary to make more 

than one contact with the same client. 

The dataset consists of ~42,000 records (and ~4000 records for testing) which represent the 

instances of calls to the clients and 21 features, including the target feature indicating if the 

campaign was a success or not. The features are categorized into 5 types for better interpretability. 

Data Source: https://archive.ics.uci.edu/ml/datasets/Bank+Marketing 

 

Category Feature 

Client Data 

1. age (numeric) 

2. job (categorical) 

3. marital (categorical) 

4. education (categorical) 

5. credit_in_default (categorical) 

6. housing (categorical) 

7. loan (categorical) 

Previous Contact Data 

8. contact (categorical) 

9. month (categorical) 

10. day_of_week (categorical) 

11. duration (numeric) 

Socio and Economic Context Attributes 

12. employment_variation_rate (numeric) 

13. consumer_confidence_index (numeric) 

14. number_of_employees (numeric) 

15. consumer_price_index (numeric) 

16. euribor_3_month_rate (numeric) 

Other Features 

17. campaign (numeric) 

18. pdays (numeric) 

19. previous (numeric) 

20. poutcome (categorical) 

Output Variable 21. y (binary – yes/no) 

 

Table 1. Dataset Description 

  

https://archive.ics.uci.edu/ml/datasets/Bank+Marketing
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Exploratory Data Analysis and Data Preprocessing 

 

Target Class Distribution 

The dataset is heavily imbalanced with only 11.3% of the total records marked as the class of 

interest (yes).  

 

Fig 1. Target Class Distribution 

Total Number of Clients by Age 

The below plot charts the client distribution by their age. A majority of the clients are within the 

age group of 30 – 50 with a mean age of 40. 19% of the clients in the age group of 20 – 29 were 

marked ‘yes’, significantly higher than the dataset mean. 

 

Fig 2. Total Number of Clients by Age 
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Conversion Rates by Age 

The below graph shows how conversion rates change with the age of the client. Clients above the 

age of 60 are more likely to be marked a success than clients below the age of 60. A hypothesis for 

the case is that clients aged 60+ are more likely to spend time on the phone with the customer 

representative which in turn impact call outcome. 

 

Fig 3. Conversion Rates by Age 

Conversion Rates by Age and Marital Status 

The below graph shows a breakdown of the clients by their marital status, showing the target 

population for the bank.  

 

Fig 4. Conversion Rates by Age and Marital Status 
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Relationship between Number of Calls and Duration of Calls 

Though more calls lasted fewer than 100 seconds, calls that lasted longer than 500 seconds were 

more likely to be marked success. Another interesting observation is how fewer calls were made 

to people who subscribed. 

 

Fig 5. Number of Calls vs Duration of Calls 
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Correlation Analysis – Categorical Features 

No meaningful patterns emerge only from the categorical features considering the success class 

is distributed within the categories of each feature. 

 

Fig 6. Correlation Analysis – Categorical Features 
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Pearson Correlation between Macroscopic Factors and Target Variable 

 

Fig 7. Correlation between Macroscopic Economic Factors and Target Variable 
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Visualizing Skewness in Continuous Features 

The graph below shows the skewness of the data variables. As observed, there is no recognizable 

pattern that will help directly associate the distribution of the numerical feature with the target 

variable. Naïve Bayes that assumes its numerical features to be normally distributed cannot be 

employed considering the weak normality observed in the graphs. 

 

Fig 8. Skewness in Numerical Features 
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Analysing Outliers 

The dataset is modelled after removing extremities from the data matrix. 

 

Fig 9. Visualising Outliers 
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High Correlation Filter - Visualizing Numerical Feature Correlations  

Using a high-correlation cut-off of 0.75, euribor_3month_rate, num_of_employed, and 

consumer_price_index highly correlated with emp_var_rate are dropped from the matrix. 

 

Fig 10. Correlation Analysis – Numerical Features 

Imbalanced Dataset – Oversampling Methods 

Synthetic Minority Oversampling TEchnique (SMOTE) 

To generate synthetic instances using SMOTE, the algorithm randomly selects a minority class 

instance "a" and identifies its "k" nearest neighbors also belonging to the minority class. The 

synthetic instance is then created by selecting one of these nearest neighbors, "b," at random and 

connecting "a" and "b" to form a line segment in the feature space. The synthetic instance is 

generated by taking a convex combination of the feature values of "a" and "b." 

The image below shows how minority classes are oversampled by building regions that contain 

nearby minority class points. 
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Fig 10. SMOTE Algorithm 

 

Fig 11. SMOTE Pseudocode 
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Adaptive Synthetic Algorithm (ADASYN) 

ADASYN is an oversampling technique that tackles imbalanced datasets by generating synthetic 

data points for the minority class. Unlike other oversampling methods, ADASYN introduces a 

weighted distribution to generate more synthetic data for minority class samples that are difficult 

to learn. By doing so, the algorithm focuses on improving the classification performance for the 

hard-to-learn minority class examples, which can significantly enhance the overall model 

accuracy. As with SMOTE, ADASYN generates synthetic observations along a straight line 

between a minority class observation and its k-nearest minority class neighbors. 

 

 

Fig 12. ADASYN Pseudocode  
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Dimensionality Reduction (Principal Component Analysis) 

Principal Component Analysis (PCA) 

PCA is a statistical technique that is widely used in machine learning and data analysis to reduce 

the complexity of high-dimensional datasets. The main objective of PCA is to extract the most 

important patterns from the dataset and represent them in a smaller set of variables or 

dimensions, which are called principal components. 

To achieve this, PCA transforms the original variables of the dataset into a new set of uncorrelated 

variables that are a linear combination of the original ones. These principal components are 

arranged in decreasing order of importance, with the first principal component explaining the 

most significant amount of variance in the data. The number of principal components to be 

retained is determined by the amount of variance they can explain, and this is a crucial factor that 

affects the quality of the dimensionality reduction. 

 

Fig 13. Principal Component Analysis (PCA) – n_components 

PCA in this case is not very helpful considering 18 components in the Z-axis are required to retain 

90% of the original data variance, which is only slightly fewer than the number of columns in the 

original dataset. Loss of information is another major drawback with the employment of this 

method. So, for this project, we intend to work on the normalized untransformed dataset.  
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Model Implementation 

Logistic Regression 

Logistic model, also known as logit model, is a statistical approach used to model the likelihood 

of an event occurring achieved by expressing the log-odds for the event as a linear combination 

of one or more independent variables. In regression analysis, the focus is on estimating the 

parameters of the logistic model, which corresponds to the coefficients in the linear combination.  

Logistic Regression is considered Naïve Bayes’ discriminative counterpart. 𝑃(𝑦|𝐱𝑖) is modelled 

as the equation below based on the sigmoid function. 

𝑃(𝑦|x𝑖) =
1

1 + 𝑒−𝑦(w
𝑇x𝑖+𝑏)

 

In the Maximum a Posteriori (MAP) estimate, we find the parameters that maximize the posterior. 

𝑃(𝑤 ∣ 𝐷) = 𝑃(𝑤 ∣ 𝑋, 𝑦) ∝ 𝑃(𝑦 ∣ 𝑋,𝑤)𝑃(𝑤)

𝑤
^

𝑀𝐴𝑃 = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑤

⁡ 𝑙𝑜𝑔(𝑃(𝑦 ∣ 𝑋,𝑤)𝑃(𝑤)) = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑤

⁡∑𝑙𝑜𝑔

𝑛

𝑖=1

⁡(1 + 𝑒−𝑦𝑖𝑤
𝑇𝑥𝑖) + 𝜆𝑤⊤𝑤,

, 

We can use negative log posterior since Logistic Regression has no closed form solution. So, we 

can use Gradient Descent optimization on the equation ℓ(𝐰) = ∑ 𝑙𝑜𝑔𝑛
𝑖=1 ⁡(1 + 𝑒−𝑦𝑖𝐰

𝑇𝐱𝑖) + 𝜆𝐰⊤𝐰 

 

 

Fig 14. Logistic Sigmoid Function 
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SMOTE Model Cost Function on Custom Logit Function 

By varying model hyperparameters (error threshold, learning rate), we have obtained the best 

performing model on the SMOTE sampled data. Below are the arguments for the logit class object. 

o LearningRate = 1e-4 

o Epsilon = 0.0001 

o maxIteration = 10,000 

 

Fig 15. Logistic Regression Cost Function 

 

Logistic Regression: Model Performance Metrics  

Model Accuracy Recall 

SMOTE Model (Custom) 0.802 0.938 

ADASYN Model (Custom) 0.804 0.938 

sklearn (Original) 0.908 0.246 

 

Table 2. Logistic Regression Summary 
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k-Nearest Neighbors Classifier (k-NN) 

The k-nearest neighbors algorithm, or k-NN, is a non-parametric supervised learning method. 

The input to the algorithm consists of the k closest training examples to be considered. For k-NN,  

the output is the class membership of the object being evaluated. This is determined by a plurality 

vote of the k nearest neighbors, with the object being assigned to the class that is most common 

among its neighbors. If k is equal to 1, the object is simply assigned to the class of its single nearest 

neighbor. 

One notable feature of k-NN is that it approximates the function locally, and all computation is 

deferred until the function evaluation stage. Since the algorithm relies on distance (Minkoski, in 

our case) for classification, it is important to normalize the training data if the features represent 

different physical units or come in vastly different scales. This can dramatically improve the 

accuracy of the algorithm. 

Minkowski Distance 

Minkowski distance is a distance metric that is used to measure the distance between two points 

in a n-dimensional space, a generalization of Euclidean distance and Manhattan distance. 

(∑|𝑋𝑖 − 𝑌𝑖|
𝑝

𝑛

𝑖=1

)1/𝑝 

o Euclidean, when p = 2 

o Manhattan, when p = 1 

Performance Tuning by Varying k 

 

 Fig 16. Performance Tuning by Varying k 
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The below graph shows how varying k impacts model performance (Accuracy). 

 

Fig 17. k Against Accuracy (k-Nearest Neighbors) 

 

k-NN: Model Performance Metrics (for k = 2) 

Model Accuracy Recall 

SMOTE Model (Custom) 0.97 0.942 

ADASYN Model (Custom) 0.97 0.942 

sklearn (Original) 0.933 0.403 

 

Table 3. k-NN Summary 
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Support Vector Machines 

An extension of the standard model, soft margin SVM allows for some misclassification of points. 

The standard SVM algorithm aims to identify a hyperplane that can perfectly separate the two 

classes of data points, which may not always be possible due to non-linear separability or the 

presence of outliers. In such cases, the soft margin SVM algorithm introduces slack variables that 

allow some data points to be misclassified or placed within the margin boundary. By minimizing 

the sum of these slack variables, the soft margin SVM algorithm seeks to identify the hyperplane 

that can best separate the two classes while allowing for some degree of misclassification. 

 

The slack variable permits the points to be even on the other side of their classification but 

penalizes the function for any slack. C, the regularization constant, helps decide if the problem is 

a hard margin classifier or a soft margin classifier. 

If C is large, then the objective becomes strict. 

If C is small, then the objective becomes loose for a simpler solution. 

Dual Form 

The objective becomes simpler with the solving of the Lagrangian dual. 

 

Kernel Tricks 

Kernel methods handle high-dimensional data by mapping it to a higher-dimensional feature 

space using a kernel function. The kernel function calculates the similarity between two data 

points in the original space, and by working in a higher-dimensional space, it becomes easier to 

identify linear boundaries between data points that are not separable in the original space. This 

technique is known as the "kernel trick" and allows for efficient computation of non-linear 

decision boundaries.  

Linear, polynomial, Gaussian, and sigmoid are a few examples of kernel tricks. 
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Support Vector Machines: Model Performance Metrics 

Model Accuracy Recall 

Custom (Original) 0.902 0.242 

SMOTE Model (Custom) 0.785 0.953 

ADASYN Model (Custom) 0.789 0.953 

sklearn (Original) 0.044 0.246 

 

Table 4. SVM Summary 

Varying Regularization Constant (C) 

It is observed as the C increases, the accuracy increases till a breaking point and falls.  

 

Fig 18. Varying C in SVM Soft-Margin 
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Results 

k-NN (ADASYN and SMOTE oversampled datasets) provide the best accuracy and recall for the 

objective. Second in consideration will be the Logistic Regression models developed on the 

oversampled datasets considering their relatively fast capabilities. SVM is equally good in terms 

of classification. The results for the testing validation are presented below each model. 

K-NN was developed on a k (nearest neighbors parameter) of 2 which showed the best accuracy 

for both ADASYN and SMOTE. sklearn model underperforms when compared to the custom-

built classes.  

Logistic Regression was developed on the oversampled datasets as well. The model takes three 

hyperparameters – learning rate (alpha), and epsilon (error threshold), and max iterations. The 

hyperparameters after fine-tuning performed best at LearningRate = 1e-4, Epsilon = 0.0001, and 

maxIteration = 10,000. sklearn version of Logistic Regression outperformed the custom models in 

terms of accuracy but was poor in recall. 

Soft Margin Support Vector Machine (SVM) was modelled with the following parameters – 

regularization constant (C) of 1, after considering a trade-off between recall and accuracy. The 

optimizer function of the Lagrangian dual works with a learning rate of 0.00001, linear kernel 

function, and max iterations of 10,000. 
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Discussion 

o The dataset cannot be directly used to train the model considering the imbalance in the 

target class of interest. So, oversampling or undersampling techniques need to be applied 

as part of pre-processing for a fair validation. Here, we have employed SMOTE and 

ADASYN. 

 

o It is observed that SMOTE produces better results for the models than the baseline training 

dataset. It is recommended that the predictions are scored based on the SMOTE algorithm. 

 

o Dimensionality reduction techniques such as Principal Component Analysis (PCA) were 

found to be less effective considering the number of components required to retain the 

information. Another downside is the lack of interpretability in the new z dimension. 

 

o Macroscopic economic factors are a factor in the client decisions. Incorporating that 

information into the dataset will likely improve model performance. 

 

o As an extension to this project, other models such as Decision Tree classifier can be 

employed that will navigate high-dimensional data and automatically perform feature 

selection without losing interpretability. Also, no assumptions are made on the dataset. 

 

o Recall is the more important performance measure in this modelling since a false negative 

output results in the loss of business with a client. 

 


